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Abstract

The measurement of erosion and weathering rates in different geomorphic settings and over diverse temporal and spatial scales is fundamental to the quantification of rates and patterns of earth surface processes. A knowledge of the rates of these surface processes helps one to decipher their relative contribution to landscape evolution – information that is crucial to understanding the interaction between climate, tectonics and landscape. Consequently, a wide range of techniques has been
developed to determine short- (<$10^2$ a) and long-term (> $10^4$ a) erosion rates. However, no method is available to quantify hard rock erosion rates at centennial to millennial timescales. Here we propose a novel technique, based on the solar bleaching of luminescence signals with depth into rock surfaces, to bridge this analytical gap. We apply our technique to glacial and landslide boulders in the Eastern Pamirs, China. The calculated erosion rates from the smooth varnished surfaces of 7 out of the 8 boulders sampled in this study vary between < 0.038±0.002 and 1.72±0.04 mm ka$^{-1}$ (the eighth boulder gave an anomalously high erosion rate, possibly due to a recent chipping/cracking loss of surface). Given this preferential sampling of smooth surfaces, assumed to arise from grain-by-grain surface loss, we consider these rates as minimum estimates of rock surface denudation rates in the Eastern Pamirs, China.

1. Introduction

The erosion of the Earth’s surface results from a combination of physical, chemical and biological weathering and the subsequent removal of weathering products by various transport agents. Erosion of rock surfaces may result from a range of processes such as dissolution, grain-by-grain attrition, chipping/frost cracking, and even massive bedrock landslides. Quantifying the rates and timing of such processes over various spatial and temporal scales is fundamental to determining the relative contribution of each process and thereby understanding landscape evolution. Bare hard rock surfaces are the most durable surficial features in the landscape and thus can have a long memory of the erosional history. Consequently, a wide range of methods have been developed to quantify erosion rates of subaerially-exposed rock surfaces (Turkowski and Cook, 2017). These include: i) the direct/indirect measurement of surface loss over laboratory timescales, or by comparison with resistant natural or anthropogenic reference features of known-age (Stephenson and Finlayson, 2009; Moses et
al., 2014), ii) the analysis of cosmogenic nuclides (CNs) produced within mineral grains from exposed rock surfaces as a result of bombardment by secondary cosmic rays (Nishizumi et al., 1986; Lal, 1991), and iii) thermochronology using a wide range of radiogenic processes to determine the thermal history of rocks, and thus their exhumation rates (Braun et al., 2006). Depending on the length of the observation period or the age of the reference feature, the rates measured by the techniques in category (i) are integrated over sub-annual to multi-decadal timescales (Moses et al., 2014), while the rates derived using CNs and thermochronology are averaged over thousands to millions of years, respectively (Lal, 1991, Braun et al., 2006). The short (i.e. < 10^2 years) and long (i.e. > 10^4 years) timescales of these techniques leave an intermediate time interval of 10^2–10^4 years over which there is currently no technique available for quantifying the erosion rates of rock surfaces. The centennial to millennial time intervals are of particular importance and interest to human society for evaluating the effects of climate change or anthropogenic activity on landscape evolution.

One of the major challenges in geomorphology is to make a link between different scales of observation (Schumm and Litchy, 1965; Warke and McKinley, 2011). Specifically, the timescale over which the rates of earth surface processes are averaged directly influences the apparent rates (e.g. Gardner et al., 1987; Viles, 2001; Koppes and Montgomery, 2009). Such measurement-interval bias can result in either underestimation (e.g. Kirchner et al., 2001) or overestimation (e.g. Lal et al., 2005) of short-term measurements compared to long-term average rates, hindering a linkage by simple extrapolation between the rates averaged over timescales that are orders of magnitude different (Gardner et al., 1987). It is clear that the development of a new analytical tool to bridge the gap between the decadal and millennial timescales would be of considerable value in erosion studies.

Several studies have shown that when a rock surface is first exposed to daylight, the latent luminescence, mainly from the constituent minerals quartz and feldspar, starts to decrease. The rate
of this resetting (or ‘bleaching’) process decreases with depth as the incident light is attenuated (e.g. Habermann et al., 2000; Laskaris and Liritzis, 2011). Based on this phenomenon, Sohbati et al. (2011, 2012a,b) proposed a new surface-exposure dating technique, which utilizes the time and depth dependence of the residual latent luminescence. The longer the rock is exposed to daylight, the deeper is the transition zone between the region of bleached latent luminescence at the surface and saturated latent luminescence at depth. After calibration, the depth of this “optical bleaching front” can be translated to an exposure time (Sohbati et al., 2011, 2012a,b).

CN-depth profiles are influenced by the effect of erosion; Lal (1991) points out that the rock depth equivalent to one absorption mean free path for cosmic rays is ~50 cm. In contrast, the corresponding absorption mean free path for light penetration into rocks is on the scale of millimetres (Sohbati et al., 2011, 2012a,b). Thus, luminescence-depth profiles are expected to be ~2 orders of magnitude more sensitive to the effect of erosion. In contrast to the effect of daylight exposure, the transition zone between the surface bleached latent luminescence and the saturated latent luminescence will become shallower, the higher the erosion rate. Nevertheless, this effect has been considered to be unimportant in all published applications, because the technique was applied to surfaces where archaeological evidence suggested negligible erosion (e.g. Pederson et al., 2014). However, the application of the technique to geological features, where constraints on surface preservation are rare on the centimetre scale (Lehmann et al., 2018 being an exception), necessitates the effect of erosion be taken into account (Sanderson et al., 2011). Here, we present a further development of the luminescence surface-exposure dating model (Sohbati et al., 2012b) that includes the effect of erosion on luminescence-depth profiles. We then use the new model to derive steady-state centennial- to millennial-scale hard-rock erosion rates from several surface-exposed glacial and landslide boulders from the Pamir plateau, China.
2. Theoretical framework

The ubiquitous rock-forming minerals quartz and feldspar can store energy (in the form of trapped charge) through the absorption of ionizing radiation resulting from the decay of naturally-occurring radionuclides (mainly $^{238}$U and $^{232}$Th and their decay products, and $^{40}$K) and cosmic rays. This trapped charge can be released during exposure to heat or light. Some of the energy released during the resetting is emitted as photons (i.e. as UV, visible, or near infrared luminescence); if the trapped charge is released by light (i.e. photon stimulation of trapped electrons), the luminescence emitted from the mineral is called optically stimulated luminescence (OSL; Aitken, 1998). OSL is now a well-established Quaternary dating method usually used to determine the time elapsed since mineral grains were last exposed to daylight (i.e. the burial age) (Aitken, 1998). Recently, luminescence has also been shown to be useful in surface exposure dating (Sohbati et al., 2012a, b).

2.1. Luminescence surface exposure age

In any rock sample that has been deeply buried and therefore shielded from light for an extended length of time (typically > 0.5 Ma) the trapped electron population in the constituent quartz and feldspar crystals will usually be in field saturation due to finite trapping capacity (e.g. Guralnik et al., 2013). If the rock is then exposed to daylight by an exhumation event (e.g. fracture, ice-scouring) the trapped electron population will begin to decrease. The electron detrapping rate decreases with depth as a result of the attenuation of incident light with depth, following Beer-Lambert law (e.g. Laskaris and Liritzis, 2011). The rate of change of trapped electron population at a particular depth is a result of competition between two effects: (i) the accumulation rate of trapped electrons due to ambient ionizing radiation, and (ii) the eviction rate of trapped electrons due to the daylight flux at a given depth. Thus, in a rock that has been exposed to daylight, the residual luminescence forms a sigmoidal profile that
continues to evolve with time until it reaches secular equilibrium, when electron trapping and
detrapping rates are equal at all depths (Fig. 1a). For a given exposure time and daylight conditions, the
penetration depth and form of a luminescence profile depend on the opacity of the rock-forming
minerals and the relevant photoionization cross section(s). Assuming that luminescence signal is
proportional to the trapped electron population, Sohbati et al. (2011, 2012a, b) developed a
mathematical model describing the luminescence-depth profiles in rock surfaces and demonstrated its
application in surface exposure dating. According to this model, which assumes first-order kinetics for
electron trapping and detrapping, the instantaneous concentration of trapped electrons \( n \) (\( \text{mm}^{-3} \)) at a
depth of \( x \) (mm) can be expressed as:

\[
\frac{dn}{dt} = (N - n)F(x) - nE(x)
\]

where \( t \) (\( \text{ka} \)) is time, \( N \) (\( \text{mm}^{-3} \)) is the concentration of electron traps, and \( F(x) \) and \( E(x) \) (both \( \text{ka}^{-1} \)) are
the rate constants describing electron trap filling and emptying, respectively.

\( E(x) \) (\( \text{ka}^{-1} \)) decreases with depth due to attenuation of daylight intensity into the rock following the
Beer-Lambert law:

\[
E(x) = \frac{\sigma \varphi_0}{\mu} e^{-\mu x}
\]

where \( \sigma \varphi_0 \) (\( \text{ka}^{-1} \)) is the time-averaged detrapping rate constant at the surface of the rock and \( \mu \) (\( \text{mm}^{-1} \))
is the inverse of the mean free path of photons in the rock.

The coefficient \( F(x) \) describes the trapping rate constant:

\[
F(x) = \frac{\dot{D}(x)}{D_0}
\]

where \( \dot{D} \) (\( \text{Gy ka}^{-1} \)) is the natural dose rate and \( D_0 \) (\( \text{Gy} \)) is the characteristic dose that fills ~63% (i.e.
\( 1 - e^{-1} \)) of the traps (Wintle and Murray, 2006). \( D_0 \) is an intrinsic property of the dosimeter and not
expected to have any systematic dependence on depth. \( \dot{D} \) may have a weak dependence on depth into
the rock, especially close to the surface (e.g. Sohbat et al., 2015) due to short range of the beta particles, but this can be neglected for exposure dating, since near the surface, $E(x)$ exceeds $F(x)$ by many orders of magnitude. Thus, in the present context, the dose rate may well be approximated as a depth-independent constant, i.e. $F(x) \approx F = \text{const.}$

When a previously shielded rock is first exposed to light, the initial trapped electron population $n_0 \approx N$, assuming a stable trapped electron population. Solving Eqn. (1) with the boundary condition of $n = N$ at $t = 0$ yields:

$$
\frac{n(x, t)}{N} = \frac{E(x) e^{-\left[E(x) + F\right]} + F}{E(x) + F}
$$

According to this model, as the exposure time increases, the luminescence profile advances further into the rock until $dn/dt \equiv 0$ at all depths (Fig. 1a). In the absence of erosion (i.e. with a time-invariant $x$), the model can be used to derive exposure ages as old as 100 ka, depending on the values of the model parameters (Sohbat et al., 2012a, b) (Fig. 1a).

The millimetre depth scale of the luminescence resetting profiles, however, make them highly susceptible to the effect of erosion (i.e. $x$ decreases with time). In any case, the assumption of zero erosion is far from true for most terrestrial surfaces (e.g. Portenga and Bierman, 2011). Any exfoliation of the rock surface and/or removal of bleached material from the surface due to weathering and erosion moves the luminescence profile closer to the surface, preventing the derivation of a simple exposure age. Below, we explore the effect of erosion on luminescence-depth profiles with the aim of deriving erosion rates from such data.
2.2. Luminescence steady-state erosion rate

The spatially-uniform removal of the uppermost material from a column of rock at a steady rate $\varepsilon$ (mm ka$^{-1}$), affects the depth of all underlying material as follows:

$$\frac{dx}{dt} = -\varepsilon$$  \hspace{1cm} (5)

where $\varepsilon \geq 0$. Eqn. (5) can be integrated with regard to time to yield $x(t) = x_0 - \varepsilon t$, where $x_0$ is an arbitrary depth datum. Substitution of a time-dependent depth $x(t)$ from Eqn. (5) into the electron detrapping rate constant $E(x)$ (Eqn. 2) results in:

$$E(x(t)) = \frac{\sigma \varphi_0 e^{-\mu(x_0-\varepsilon t)}}{\sigma \varphi_0 e^{-\mu x_0}} = (\frac{E_0 e^{-\mu x_0}}{E_0 e^{\mu x_0}}) = E_0 e^{\mu x_0}$$  \hspace{1cm} (6)

where $E_0 = \frac{\sigma \varphi_0 e^{-\mu x_0}}{E_0 e^{\mu x_0}}$ is the trap emptying rate constant at $x_0$. The substitution of Eqn. (6) into Eqn. (1) yields:

$$\frac{dn}{dt} = (N - n) F - nE_0 e^{\mu x_0}$$  \hspace{1cm} (7)

which is functionally identical to the description of a luminescence-thermochronometer (Guralnik et al., 2013), except for the sign within the exponential. This subtle difference, i.e. the trap emptying rate increases (rather than diminishes) with time, leads to a substantially different solution for $n$ (Appendix A). To describe steady-state erosion, we define the datum depth to be infinitely deep (i.e. $x_0 = \infty$) (Lal, 1991), and obtain an analytical solution for Eqn. (7):

$$\frac{n(x, \varepsilon)}{N} = M \left( 1, 1 + \frac{F}{\mu \varepsilon}, -\frac{E(x)}{\mu \varepsilon} \right)$$  \hspace{1cm} (8)

where $M$ is the confluent hypergeometric function (Abramowitz and Stegun, 1964), readily available in the majority of common computing software (Appendix A). Eqn. (8) describes the luminescence-depth profile in a rock surface that has been continuously eroding at a rate $\varepsilon$ (mm ka$^{-1}$) (Fig. 1b).
A luminescence-depth profile can be interpreted either in terms of an apparent exposure age (Eqn. 4) or an apparent steady-state erosion rate (Eqn. 8). As in CN dating, in the absence of other information one cannot choose between the two interpretations (Lal, 1991); an independent constraint on age or erosion rate is required to identify which model to select and so derive the true erosion rate or age, respectively. Provided that all other model parameters (i.e. \( \dot{D}, D_0, \mu, \) and \( \overline{\sigma \varphi_0} \)) are quantified, the exposure age \( (t) \) or erosion rate \( (\varepsilon) \) can be derived from an observed luminescence-depth profile via fitting of Eqns. (4) or (8), respectively.

In practice, there is a limit to how well a profile can be distinguished from a profile in secular equilibrium. Any luminescence-depth profile can be characterized by the depth \( x_{50\%} \), at which the signal intensity drops to 50\% of that in saturation (at depth). In a steady-state profile, this depth \( x_{50\%,SS} \) can be easily predicted from Eq. (4) (when \( t \rightarrow \infty \)). Here, we make a conservative assumption that a depth difference of at least one mean free path (i.e. \( 1/\mu \)) is required to experimentally distinguish a transient profile from a predicted steady-state profile. This means the apparent exposure age or erosion rate of any profile whose \( (x_{50\%} > x_{50\%,SS} - 1/\mu) \) should be considered as apparent minimum age or maximum erosion rate, respectively.

We now test both the luminescence surface exposure and erosion rate models by applying them to several glacial and landslide boulders in the Eastern Pamirs, China. The surface exposure ages of all these boulders have been previously established using \(^{10}\text{Be}\) dating.

**3. Study area and sampling sites**

The Tashkurgan Valley stretches NNW for \( \sim 100 \) km along the trace of the Karakoram and Tashkurgan faults, marking the junction between the Karakoram, Pamir and Western Tibet (Fig. 2). The valley floor contains many landslide and glacial erratic boulders whose chronology can provide
valuable information about the driving mechanisms such as enhanced earthquake activity and climate change (Owen et al., 2012; Yuan et al., 2013). As a result, the area has been subject to extensive research in recent years, mostly based on CN surface exposure dating of boulders. Tens of glacial and landslide boulders have been dated using $^{10}$Be by various workers (e.g. Seong et al., 2009a,b,c; Owen et al., 2012; Yuan et al., 2013; Xu and Yi, 2014), providing an excellent independent-age control dataset for our model verification.

At different locations along the valley, we visited three sites previously studied by others (Seong et al., 2009a; Owen et al., 2012; Yuan et al., 2013) (Fig. 2). These locations were selected based on (i) well-constrained chronology as shown by converging $^{10}$Be ages obtained from several (> 6) boulders at each site, and (ii) ages covering a wide range of 7 to 70 ka (Fig. 2). We sampled the flat tops of large boulders (> 2 m in diameter) close to the points previously sampled for CN dating, as well as the exposed surfaces of a few smaller boulders (<1 m in diameter) close to the large boulders (Fig. 3). These were most likely deposited at the same time as the large boulders, but they are usually dismissed in CN studies, mainly because of concerns related to post-depositional reworking. Boulder surfaces varied from being smooth, visually homogenous with various degrees of desert varnish to more sporadic cm-scale exfoliation (Figs. 3 and 4). Sub-mm- to mm-scale weathering and grain loss was evidenced by friable surfaces from which individual grains could be readily removed by light mechanical abrasion (rubbing by hand). Samples were collected from surfaces with abundant desert varnish, where we assume chipping is probably a less important surface removal mechanism.
4. Methods

4.1. Sampling and sample preparation

Blocks of ~4×4×7 cm³ were cut from the boulder surfaces using a petrol-driven cut-off saw equipped with a dry-cut diamond blade (Fig. 3). Blocks were immediately wrapped in aluminium foil and light-tight plastic bags to avoid any further exposure to daylight after collection. Under subdued red-orange light in the laboratory, cores 10 mm in diameter and up to 50 mm long were drilled into blocks using a water-cooled diamond core drill; these cores were then cut into 1.2 mm thick slices using a water-cooled low-speed saw equipped with a 0.3 mm thick diamond wafer blade, giving a net slice spacing of 1.5 mm. The outermost slices were treated by 10% HF for 40 min. and 10% HCl for 20 min. to remove any weathering products. No treatment was given to inner slices (Sohbati et al., 2011).

A subsample of ~150 g was also prepared from each sample for dose rate measurement. These were pulverized, homogenized and then cast in wax to prevent radon loss and to provide a reproducible counting geometry. They were then stored for at least three weeks to allow $^{222}\text{Rn}$ to reach equilibrium with its parent $^{226}\text{Ra}$ before the measurement.

4.2. Analytical facilities and measurements

Although quartz OSL is usually the preferred signal in sediment dating, it is often not sufficiently sensitive when measured in primary rocks (e.g. Sohbati et al., 2011; Guralnik et al., 2015). Thus, we made use of infrared stimulated luminescence (IRSL) signal to measure the solid rock slices. The IRSL signal originates almost entirely from feldspar grains in rock slices (e.g. Baril and Huntley, 2003).

Luminescence measurements were carried out using a Risø TL/OSL reader (model DA-20) with infrared light stimulation (870 nm, ~130 mW cm⁻²) and photon detection through a Schott BG 39/Corning 7-59 blue filter combination (2 and 4 mm, respectively). Beta irradiations used a calibrated
\[^{90}\text{Sr}^{90}\text{Y}\] source mounted on the reader delivering a dose rate of \(~0.08\ \text{Gy s}^{-1}\) to the rock slices. The IRSL signal was measured using a conventional single-aliquot regenerative-dose (SAR) protocol. The residual natural signal \((L_n)\) and the subsequent response to a test dose \((T_n)\) from each slice were measured using an IRSL signal at 50°C \((\text{IR}_{50})\) for 100 s (Wallinga et al., 2000). A pause of 30 s was inserted before the stimulation to make sure that all the grains within a slice reached the stimulation temperature. The same thermal pretreatment of 250°C for 100 s was applied before the natural and test dose measurements. Each cycle of the SAR protocol finished with an IR stimulation at 290°C for 100 s to minimize recuperation (Wallinga et al., 2007).

The radionuclide concentrations \((^{238}\text{U}, \ ^{226}\text{Ra}, \ ^{232}\text{Th} \text{and} \ ^{40}\text{K})\) were determined using high-resolution gamma spectrometry by measurement on a high-purity germanium detector for at least 24 h. Details of the gamma spectrometry calibration are given in Murray et al. (1987). To calculate the size-dependent internal beta dose rate from \(^{40}\text{K}\) in K-rich feldspar grains, a grain size and composition analysis was carried out, using scanning electron microscopy (SEM), on several slices from each rock to determine the average size of the constituent K-rich feldspar grains (Table 1S). Using the simplifying assumption that the grains are spherical with this dimension as the diameter, the beta dose rate contributions from \(^{40}\text{K}\) and \(^{87}\text{Rb}\) were then calculated assuming a potassium content of 12.5\(\pm\) 0.5\% (Huntley and Baril, 1997) and a \(^{87}\text{Rb}\) content of 400 \(\pm\) 100 ppm (Huntley and Hancock, 2001). A small internal alpha contribution of 0.10 \(\pm\) 0.05 Gy ka\(^{-1}\) from internal \(^{238}\text{U}\) and \(^{232}\text{Th}\) was also included in the dose rates, derived from \(^{238}\text{U}\) and \(^{232}\text{Th}\) concentration measurements by Mejdahl (1987). The radionuclide concentrations were converted to dose rate data using the conversion factors from Guérin et al. (2011). The contribution from cosmic radiation to the dose rate was calculated following Prescott and Hutton (1994), assuming an uncertainty of 5\%. The water content is negligible. Radionuclide concentrations and infinite-matrix beta and gamma dose rates are summarized in Table S1.
5. Results

5.1. Estimation of model parameters

To derive the exposure age ($t$) (Eqn. 4) or the erosion rate ($\varepsilon$) (Eqn. 8) by fitting the corresponding equations to luminescence-depth profiles, the values of other parameters in the models must be derived independently. This can be done either by derivation from first principles or by fitting the models to an appropriate calibration sample (Sohbati et al., 2011, 2012a, b). We next discuss the evaluation of the individual parameters:

Dose rate ($\tilde{D}$): Ideally, in order for the beta and gamma dose rates derived from gamma spectrometry to be applicable to the IRSL-depth profiles, they need to be modified to account for the deviation from the infinite-matrix assumption around the rock surface-air interface. However, as mentioned before, this is not relevant to our problem. In practice, the average linear beta attenuation coefficient in granitic rocks with a typical density of ~2.6 g.cm$^{-3}$ is ~1.9 mm$^{-1}$ (e.g. Sohbati et al., 2015). Hence the beta dose rate reaches ~98% of the infinite matrix dose rate at a depth of ~2 mm in our samples. Given that electron detrapping rate due to daylight bleaching at such depths (i.e. < 2 mm) is much higher than electron trapping rate by dose rate, the effect of beta dose rate variation in the bleached part of the profile is negligible. The gradient of gamma dose rate with depth, on the other hand, is much less steep than that of beta (e.g. Aitken, 1985) and occurs over the entire length of the profiles measured here (i.e. ~3.5 cm). The gamma linear attenuation coefficient was calculated following Sohbati et al. (2015). The calculated coefficient is ~0.02 mm$^{-1}$, which results in an increase of gamma dose rate by a factor of ~1.5 from the surface to a depth of ~3.5 cm; however, on average, the gamma dose rate is only ~30% of the total dose rate in our samples. Thus, there is only a weak variation of total dose rate with depth, which may be neglected for the benefit of simplification of the
model. The variation of cosmic dose rate due to the attenuation of cosmic rays into rocks was also calculated using the depth dependence model of Prescott and Hutton (1994). The resulting beta (including contributions from internal $^{40}$K and $^{87}$Rb), gamma and cosmic dose rates were then summed and averaged over the length of each luminescence-depth profile to give the mean effective total dose rate in Eqns. (4) and (8) (Table 1).

**Characteristic dose ($D_0$):** To estimate the value of $D_0$ for each boulder, the dose-response curves of the surface and the deepest slice from one of the luminescence-depth profiles for each sample, were measured up to high doses (up to ~1000 Gy, i.e. close to saturation). The resulting dose-response curves were then fitted with a single saturating exponential function to calculate the value of $D_0$. Although the resulting $D_0$ values vary significantly from sample to sample, no systematic difference with depth within individual samples is observed. We therefore take an average of the two $D_0$ values for each sample as the most representative value to be used in Eqns. (4) and (11) for the whole profile (Table 1).

**Luminescence decay rate ($\bar{\phi}_0$) and light attenuation coefficient ($\mu$):** As shown in Eqn. 2, the overall rate of charge detrapping $E(x)$ (ka$^{-1}$) (Eqn. 2) is a function of charge detrapping rate at the surface of the rock $\bar{\phi}_0$ (ka$^{-1}$) and the linear light attenuation coefficient $\mu$ (mm$^{-1}$) into the rock. These site-specific and material-dependent parameters can, in principle, be determined independently from first principles and/or by controlled field and laboratory measurements. However, earlier theoretically-derived values of $\bar{\phi}_0$ have been shown to be orders of magnitude different from the empirically-derived values obtained by regression of the model to known-age calibration samples (Sohbati et al., 2011; 2012a), and no attempt to measure $\mu$ in the laboratory has been reported. The alternative empirical approach is to quantify these parameters by fitting the model to a non-eroding known-age
calibration sample (Sohbati et al., 2012a). Such a surface was serendipitously created in one location by earlier workers collecting CN samples during an earlier field campaign in 2010 (sampling date given by Zhaode Yuan, personal communication) (Fig. 4). Fresh chisel marks on the surface of the boulder provide evidence that the surface has not eroded significantly during the known exposure period (~3 years). We sampled two profiles within a few centimeters of each other; one was taken from the natural surface of the boulder, complete with varnish, and a second from the bottom of a > 2-cm deep chiseled surface (Fig. 4). A simple qualitative assessment shows that the signal resetting in the profile from the original surface with a $^{10}$Be age of 15.7 ka penetrates further into the rock than that in the core from the > 2-cm deep chisel mark (Fig. 4). This is in line with the prediction of the model that luminescence is reset deeper into the surface with longer exposure time. A further comparison between the two profiles shows that the piece removed in 2010 was almost certainly thick enough (> 2 cm) to eliminate the part of the profile that was bleached prior to CN sampling (i.e. < 2 cm, Fig. 4). We can thus be confident that the present-day shallow profile was saturated at the surface as a result of sampling three years ago (satisfying the condition of $n = N$ at the beginning of the bleaching–irradiation process, $t = 0$) and has not undergone any significant erosion during this period.

A visual inspection of the resetting fronts in the two profiles also reveals that they have similar curvature (Fig. 4; see also Fig. S1). According to the model, the gradient of luminescence-depth profiles is controlled by the attenuation of light into the surface ($\mu$ in Eqn. 2). Given the material-dependent nature of this parameter and the similarity of the curvature of the two profiles, we assume that they have the same light attenuation coefficient (Fig. 4).

We fit the two datasets simultaneously by sharing $\sigma\varphi_0$ and $\mu$ between the profiles and replacing the length of exposure time $t$ by three years in the model for the shallow profile. The 3-year old profile is
our reference data for calibration; it allows us to determine the values of the model parameters, and thereby, the apparent exposure time for the deeper profile (Figs. 4 and 5c). The best-fit values for $\sigma \varphi_0$ and $\mu$ are $2165 \pm 51$ ka$^{-1}$ and $0.59 \pm 0.01$ mm$^{-1}$, respectively. The apparent best-fit luminescence surface-exposure age for the deeper profile is $2.5 \pm 0.3$ ka, much younger than the $^{10}$Be exposure age of $15.7$ ka obtained from the same surface. This obvious age underestimation is presumed to arise from the effect of erosion on the luminescence-depth profile. Using the best-fit values for $\sigma \varphi_0$ and $\mu$ and setting the exposure time $t$ to $15.7$ ka results in a predicted luminescence profile that penetrates much deeper than that measured (Figs. 4 and 5c). This is the profile that would have developed in $15.7$ ka, had there been no erosion. Similarly, we can model the secular-equilibrium profile ($dn/dt = 0$) for zero erosion rate (Figs. 4 and 5c); it penetrates even deeper than the $15.7$ ka profile. All three profiles are statistically distinguishable suggesting that in the absence of erosion a $15.7$ ka profile could have been resolved from the secular-equilibrium profile.

**5.2. The effect of feldspar IRSL signal instability on the models**

Our models implicitly assume that the competition between electron trap filling by environmental radiation and trap emptying by optical bleaching in IRSL-depth profiles is governed by first-order kinetics. However, trapped electrons participating in IRSL often undergo localized recombination from the ground state and/or the excited state of the trap leading to signal instability (e.g., Huntley, 2006; Jain et al., 2015). Such a signal instability is expected to affect the shape of the luminescence-depth profile because recently-trapped charge (i.e. charge population far from field equilibrium; Lamothe et al., 2003) makes up a larger fraction of the total at low signal intensities (i.e. shallower depths) than at high signal intensities closer to saturation (i.e. deeper in the profile). Nonetheless, for our samples we assume we can ignore these effects in a first order approximation, because the apparent luminescence
ages (discussed below) are, with one exception, < 12 ka. On such timescales, any second order effects related to instability of the signal acquired due to ambient ionizing radiation is negligible compared to bleaching by daylight close to the surface.

To test the validity of this approximation, we have superimposed the bleaching profiles from the 3-year old calibration sample (Fig. 4, profile 1) with the profile from the adjacent natural surface presumed to have been exposed for 15.7 ka ($^{10}$Be age; Fig. 4, profile 2), by simply adding 12 mm to the depth scale of the 3-year old profile (see Fig. S1). The two profiles are now indistinguishable, confirming that any effect of signal instability on the shape of the profile is negligible over a timescale of up to ~16 ka.

5.3. Apparent ages and erosion rates

As presented earlier, we have two explicit models represented by two different analytical solutions: the age model (Eqn. 4; assumes no erosion and solves for exposure age) and the steady-state erosion rate model (Eqn. 8, assumes no age information and solves for erosion rate). In this section, we first apply the age model to all the luminescence-depth profiles and then the erosion rate model.

Figure 5 shows the IRSL-depth profiles measured into the 8 boulder surfaces. All the profiles have the characteristic sigmoidal shape as predicted by the model for constantly exposed surfaces; they start at negligible values at the surface and gently rise to saturation at depths > 20 mm. Given that all the samples were collected from the top flat surfaces of boulders from localities that are < 100 km apart within the valley, we assume that they have all been exposed to similar solar insolation ($\varphi_0$). Also, it has been shown that feldspars of different compositions have similar bleaching response (Spooner, 1994) and so similar optical cross sections ($\sigma$). Thus, one can assume that all our samples have the same value of $\overline{\sigma \varphi_0}$ as determined above from the calibration sample. On the other hand, $\mu$ is a sample-
dependent parameter that can vary from one rock to another. Accordingly, we simultaneously fit Eqn. 4 to all the profiles, sharing \( \overline{\sigma\phi_0} \) (2165±51 ka\(^{-1}\), derived from the calibration sample) between all the fits, but leaving \( \mu \) a free parameter.

Figure 5 shows the resulting best fits and the apparent luminescence surface-exposure ages for all the boulders. The corresponding values of \( \mu \) are summarized in Table 1. The apparent luminescence age of sample MUST10-1 is 11.6±2.3 ka which is comparable with the \(^{10}\)Be age of 9.9±0.9 ka obtained from the same surface (Fig. 5a). Also, boulder XJ64-1 has a minimum age of 36.4±2.1 ka constrained by our 1/\( \mu \) (mm) limit on the penetration depth of the \( x_{50\%} \); this minimum age is consistent with the \(^{10}\)Be age of 86.4±8.3 ka for this boulder (Fig. 5h). For all the other samples however, the apparent luminescence surface exposure ages are significantly younger than the corresponding \(^{10}\)Be ages. This systematic underestimation in apparent luminescence exposure ages suggests that the profiles in these boulders are either in secular equilibrium or have been affected by erosion. To investigate this, a similar approach as was used with the calibration sample was adopted; we assume no erosion, and model two profiles for each sample by setting the exposure time to the \(^{10}\)Be age of the sample or to infinity (Fig. 5).

As mentioned above, the apparent luminescence exposure age of sample MUST10-1 is comparable to its \(^{10}\)Be age. As a result, the predicted profile corresponding to the \(^{10}\)Be age in sample MUST10-1 is indistinguishable from the best fit of the model to the data, whereas the predicted secular-equilibrium profile is discernibly deeper (Fig. 5a). Also, in case of XJ64-1, the predicted steady-state and the fitted age model profiles are identical and deeper than the predicted \(^{10}\)Be profile, indicating that this sample must be in secular equilibrium (Fig. 5h). Except for MUST10-1 and XJ64-1, the predicted \(^{10}\)Be-equivalent and steady-state resetting profiles in all the other boulders penetrate to greater depths than
the observed profiles, suggesting that the measured profiles are distinct and far from secular
equilibrium; they must therefore have been affected by erosion (Fig. 5).

Given that erosion has most likely played a significant role in the development of the IRSL-depth
profiles, we now test whether our data can be explained by the erosion rate model (Eqn. 8). As with
Eqn. 4, we simultaneously fit Eqn. 8 to all the profiles, sharing $\sigma_\phi_0$ (2165±51 ka$^{-1}$, derived from the
calibration sample) between all the fits, but leaving $\mu$ a free parameter. Figure 5 shows that the model
provides excellent fits to the data from all the samples; the fits are indistinguishable from and so
superimpose those obtained using the age model (i.e. without erosion; Fig. 5). The resulting values of $\mu$
are summarized in Table 1. These are also indistinguishable from those derived using Eqn. 4 (Table 1);
this is not surprising since $\mu$ is a material-dependent parameter and should not be dependent on age or
erosion rate (see also Fig. S2 and associated text). The apparent erosion rates derived from Eqn. 8 vary
from < 0.038±0.002 mm ka$^{-1}$ for sample XJ64-1 to 444±12 mm ka$^{-1}$ for sample XJ64 (Table 1).

6. Discussion

The apparent luminescence surface-exposure age of sample MUST10-1 is 11.6±2.3 ka which,
within error limits, is in agreement with the $^{10}$Be age of 9.9±0.9 ka obtained from the same surface
(Fig. 5a). This is the first time that a luminescence surface exposure age has been verified using
independent age control. Given that luminescence-depth profiles are much more susceptible to the
effect of erosion than CN-depth profiles, the agreement between the two ages implies a low rate of
erosion for the surface of this boulder. The application of the erosion rate model indeed confirms this
implication, as it yields an apparent luminescence erosion rate of 0.09±0.02 mm ka$^{-1}$ (Fig. 5a).

Boulder XJ64-1 with a $^{10}$Be age of 86.4±8.3 ka has a minimum luminescence age of 36.4±2.1 ka
(Fig. 5h). The fact that the observed profile is consistent with the expected profile in secular
equilibrium assuming no erosion, suggests a negligible erosion of the surface of XJ64-1 (Fig. 5h). This suggestion is further confirmed by the application of erosion rate model, which results in a maximum apparent erosion rate of 0.038±0.002 mm ka$^{-1}$ (Fig. 5h). The surface of boulder XJ64-1 currently lies only a few centimetres above the ground (Fig. 3h) and thus any effect of wind abrasion at its surface must be limited (Shao, 2009). The abundant desert varnish on the surface of this boulder (Fig. 3h) also argues for an absence of significant erosion, indicating that within the geological context, the very low erosion rate obtained here is plausible. Nevertheless, given the size and position of the boulder in the landscape, we cannot completely rule out occasional burial deep enough to shield it from daylight, but not from the cosmic rays. In such a scenario, the effective value of $\overline{\sigma\varphi_0}$ would be smaller than that for the calibration sample. However, any decrease in the effective $\overline{\sigma\varphi_0}$ value would only bring the equilibrium profile to depths shallower than we observe. Based on our fitting results we can conclude that the cover could have never been more than $\sim$46% (minimum luminescence age/10$^7$Be age) of the total time since the emplacement of the boulder.

In contrast to XJ64–1, the nearby large boulder (XJ64) has an anomalously high apparent erosion rate of 444±12 mm ka$^{-1}$ (Fig. 5g), which is several orders of magnitude larger than those obtained for the other boulders in this study. The surface of XJ64 has visibly undergone considerable erosion compared to the other boulders, as evidenced by its rough, unvarnished surface (see also Fig. 3). Nevertheless, steady-state erosion at such a high rate seems very unlikely in an environment where it is expected that wind abrasion dominates (Portenga and Bierman, 2011). In addition, the boulder has been exposed for $\sim$70 ka, and this would imply a loss of $>3$ m, making the CN age a serious underestimate and the total loss even greater. A more likely explanation is that the observed profile was inadvertently sampled from a location where there had been a discrete loss of material, e.g. by freeze/thaw flaking.
We also note that the value of $\mu$ for this boulder (0.2 mm$^{-1}$) is ~3 times smaller than any of the values obtained for the other boulders, and this may reflect some undetected failure of the application of the model to this sample.

Finally, the observed marked variability in surface loss, as evidenced by apparent surface roughness in the field (Fig. 3), implies that the luminescence erosion rates derived here from such smooth varnished spots must be regarded as minimum estimates of rock surface erosion rates in the Eastern Pamirs, China. The observation of a significant varnish patina on surfaces probably eroding at $> 0.1$ to $2$ mm ka$^{-1}$ suggests that the varnish accumulation rates at the Eastern Pamirs must be higher than the fastest rates of ~600 $\mu$m ka$^{-1}$ previously documented in southwestern United States (Spilde et al., 2013).

6.1. Luminescence-depth profile: chronometer or erosion-meter?

In order to discuss the information available in a luminescence-depth profile, we first simulate the behavior of the erosion rate model (Eqn. 8) for erosion rates of 0 and 1.5 mm ka$^{-1}$. The model profiles are first generated by setting $t$ in Eqn. 4 to a known age (i.e. from 0.1 a to 100 ka) and then fitted by Eqn. (8) using the appropriate erosion rate. The other model parameters (i.e. $D$, $D_o$, $\overline{\sigma_{\phi_0}}$ and $\mu$) are assigned values comparable to those obtained for our samples. Figure 6a plots, against exposure time, the product of the $x_{50\%}$ of the resulting model profiles and $\mu$; this gives a material independent, dimensionless parameter which quantifies the depth, in multiples of the mean free path, at which luminescence reaches 50% of its saturation value. We define the extrapolation of the horizontal (steady-state) part of the 1.5 mm ka$^{-1}$ curve to the zero erosion rate curve to be the equilibrium age limit (i.e. ~1 ka) recorded by a profile eroding at 1.5 mm ka$^{-1}$ (Fig. 6a). In a surface that has been exposed for a period much shorter than ~1 ka, the luminescence-depth profile is primarily a chronometer,
because over this time span, the rate of migration of $x_{50\%}$ into the rock is much greater than the rate of removal of grains from the surface of the rock (Fig. 6a). Thus, a profile in this time zone can be fitted by Eqn. 4 to determine the apparent exposure age of the surface. On the other hand, at times much longer than the equilibrium age limit, the luminescence-depth profile is essentially an erosion-meter, because it is in erosional steady state and has no memory of the exposure time. A profile in this time zone can be modelled using Eqn. 8 to derive the erosion rate. There remains an intermediate transition interval (~0.3 to ~3 ka, points A and B in Fig. 6a) during which the luminescence-depth profile evolves from being a chronometer to an erosion-meter. In order to derive either the apparent exposure age or erosion rate in this transition period, a knowledge of the other parameter is required. In other words, to determine the apparent exposure age from a profile in this time zone, the erosion rate must be known independently, and vice versa.

In order to determine the equilibrium age range for various erosion rates, we have also simulated the behavior of the erosion rate model (Eqn. 8) for a range of erosion rates from 0 to 1500 mm ka$^{-1}$. In Figure 6b, the equilibrium ages for individual erosion rates are extrapolated onto the zero erosion rate curve. For the erosion rates relevant to our samples (0.015 to 1.5 mm ka$^{-1}$), luminescence-depth profiles reach equilibrium after 44 to 1 ka of exposure. These equilibrium age limits define the timescale to which the corresponding erosion rates refer. For instance, an erosion rate of 0.015 mm ka$^{-1}$ is effectively averaged over the last 44 ka of surface exposure whereas an erosion rate of 1.5 mm ka$^{-1}$ is only averaged over the last 1 ka. These luminescence-depth profiles have no memory of the erosion history prior to these age limits.

Depending on the parameter values and the depth resolution, the $1/\mu$ constraint can limit either the minimum apparent exposure age or the maximum apparent erosion rate that can be derived from a
luminescence-depth profile. The typical value of $\mu$ in our samples is between 0.5 and 1 mm$^{-1}$ (Fig. 5), meaning that the $x_{50\%}$ point in the deepest profiles that can be reliably distinguished from the bleaching/dose-rate steady-state profile must lie at least 1–2 mm shallower than the corresponding point in the steady-state profile. Given the current resolution of sampling (i.e. slicing at 1.5 mm depth intervals) and samples with typical parameter values, profiles with an apparent exposure age $< 1$ a or an apparent erosion rate $> 1500$ mm ka$^{-1}$ (see Fig. 6) cannot be modelled reliably as these would be indistinguishable from steady-state. Collection of high-resolution data using spatially-resolved luminescence imaging techniques (e.g. Greilich and Wagner, 2006) may help to overcome this limitation in the future.

7. Conclusion

We have further developed the luminescence-surface exposure dating technique (Sohbati et al., 2012a,b) by taking the effect of rock surface erosion into account. The new model presented here (Eqn. 8) has been fitted to luminescence-depth profiles measured in subaerially exposed rock surfaces to give centennial- to millennial-scale ($10^2$–$10^4$ years) hard rock erosion rates. The model predicts that the higher the erosion rate, the faster a luminescence-depth profile changes from being a (surface exposure) chronometer to an erosion rate meter. For example, for an erosion rate of 1.5 mm ka$^{-1}$ it takes only $\sim$3 ka for a profile to become useful for deriving a unique erosion rate.

The application of the new model has been tested by fitting the IRSL-depth profiles measured into several glacial and landslide boulders in the Eastern Pamirs, China. The derived erosion rates for 7 out of the 8 boulders sampled in this study vary between $< 0.038\pm0.002$ and $1.72\pm0.04$ mm ka$^{-1}$ (the eighth boulder gave an anomalously high erosion rate, possibly due to a recent chipping/cracking loss of surface). In the case of one sample with a low erosion rate of $0.09\pm0.02$ mm ka$^{-1}$, we obtained an
apparent luminescence surface exposure age of 11.6±2.3 ka, consistent with the $^{10}\text{Be}$ age of 9.9±0.9 ka for the same surface. This is the first time that a luminescence surface exposure age has been verified by an independent age control.

Unfortunately, in the absence of an independent method that enables the measurement of erosion rates over similar timescales (i.e. $10^2$–$10^4$ years), we cannot make any direct comparison between the rates measured here and those estimated using other techniques in the literature. It is however noteworthy that these luminescence erosion rates are only comparable with long-term CN erosion rates reported for the most-slowly eroding outcrops in polar climates with a median erosion rate of ~1 m Ma$^{-1}$ (Portenga and Bierman, 2011). One can speculate that the lower centennial- to millennial-scale luminescence erosion rates derived here, when compared to the more typical CN rates measured in non-polar environments (Portenga and Bierman, 2011), may reflect the deceleration of erosion rates during the Holocene. However, any solid conclusion of this nature requires many more measurements of luminescence erosion rates in different environments and lithologies.
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Appendix A

Consider Eqn. (7) from the main text:

\[
\frac{dn}{dt} = (N - n)F - nE_0 e^{\mu t}
\]  

(7)

To solve Eqn. (7), we introduce \( \tau = (\mu e)^{-1} \) and make use of dimensionless variables \( r = n/N \), \( a = F \tau \) and \( v = E(x(t))\tau = \tau E_0 \exp(t/\tau) = v_0 \exp(t/\tau) \), whose substitution into Eqn. (7) yields:

\[
\frac{dr}{dt} = \frac{a}{\tau} (1 - r) - \frac{v}{\tau} r
\]  

(A.1)

Dividing both sides of Eqn. (A.1) by the identity \( dv/dt = v/\tau \) and rearranging results in:

\[
\frac{dr}{dv} + r \left( \frac{a}{v} + 1 \right) = \frac{a}{v}
\]  

(A.2)

Eq. (A.2) is a first order non-homogeneous differential equation. Recast as \( dr/dv + f(r)r = g(r) \), it has a general solution \( r = e^{-\int f(r)dx} \left\{ \int e^{\int f(r)dx} g(r)dr + C \right\} \). Substituting \( f(r) = a/v + 1 \), \( g(r) = a/v \), and integrating, we obtain:

\[
r = av^{-a} e^{-v} \int_{v_0}^{v} u^{a-1} e^udu
\]  

(A.3)

where \( u \) is a dummy integration variable. To obtain an analytical solution for Eqn. (A.3), we start with the simple case of \( v_0 = 0 \) at \( t = 0 \), i.e. an initially negligible optical loss coefficient in Eqn. (7) in a mineral that is initially fully shielded from light. Using a power series to expand \( e^u \) in the integrand, we integrate and rearrange Eqn. (A.3) as follows:
Making the substitutions \( z = v, \ m = a \) and \( n = a + 1 \), we notice that the power series in Eqn. (A.4) conforms to the confluent hypergeometric function (Abramowitz and Stegun, 1964):

\[
M(m, n, z) = \left(1 + \frac{m}{n \cdot 1!}z + \frac{m(m+1)}{n(n+1)2!}z^2 + \ldots\right)
\]  
(\text{A.5})

which efficiently reduces Eqn. (A.4) to:

\[
r(v) = e^{-v}M(a, a + 1, v)
\]  
(\text{A.6})

To further simplify Eqn. (A.6), we apply Kummer’s theorem \( M(m, n, z) = e^z M(n - m, n, -z) \), which reduces Eqn. (A.6) to the desired form:

\[
r(v) = M(1, 1 + a, -v)
\]  
(\text{A.7})

Remembering that \( \tau = (\mu \varepsilon)^{-1} \), by substituting the dimensionless variables by physical variables, i.e. \( r = n/N, \ a = F \tau, \) and \( v = E(x) \tau \) into Eqn. (A.7), for \( x = x_0 - \varepsilon t \) we obtain:

\[
\frac{n(x, \varepsilon)}{N} = M \left(1, 1 + \frac{F}{\mu \varepsilon}, \frac{-E(x)}{\mu \varepsilon}\right)
\]  
(\text{A.8})

which is the same as Eqn. (8) in the main text, and describes luminescence systems exhuming towards the present-day surface from initially photon-impenetrable depths (\( E_0 = 0 \)). The confluent hypergeometric function \( M(m, n, z) \) is readily available in all common modelling software, either as an in-built function (e.g. Matlab, Mathematica) or as an optional extension (e.g. Excel, OriginLab). If
nevertheless in need to numerically evaluate $M(m, n, z)$ using series expansion, consult Abramowitz and Stegun (1964).

The treatment can be further extended to include an arbitrary $E_0 \geq 0$, i.e. an initial boundary condition $0 \leq \nu_0 < \nu$. To do this, we first expand Eqn. (A.3) into:

$$r = a v^{-\alpha} e^{-\nu} \int_{\nu_0}^{\nu} u^{a-1} e^u du = a v^{-\alpha} e^{-\nu} \int_0^{\nu} u^{a-1} e^u du - a v^{-\alpha} e^{-\nu} \int_0^{\nu_0} u^{a-1} e^u du$$  \hspace{1cm} (A.9)

We now use the previously-derived identity (Eqns. A.3 and A.7):

$$a v^{-\alpha} e^{-\nu} \int_0^{\nu} u^{a-1} e^u du = M(1, 1 + a, -\nu)$$

to express the last integral in Eqn. (A.9) as:

$$\int_0^{\nu_0} u^{a-1} e^u du = a^{-1} \nu_0^a e^{\nu_0} M(1, 1 + a, -\nu_0)$$

By substitution of the two identities above in to Eqn. (A.9), we obtain the desired form:

$$r(\nu) = M(1, 1 + a, -\nu) - a v^{-\alpha} e^{-\nu}[a^{-1} \nu_0^a e^{\nu_0} M(1, 1 + a, -\nu_0)]$$

$$= M(1, 1 + a, -\nu) - (\nu_0/\nu)^a \ e^{\nu_0-\nu} M(1, 1 + a, -\nu_0)$$  \hspace{1cm} (A.10)
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Figure captions

Figure 1) Model luminescence-depth profiles as predicted by Eqns (4) and (8) for (a) a non-eroding and (b) an eroding rock surface, respectively. The selected parameter values are $\dot{D} = 6 \text{ Gy ka}^{-1}$, $D_o = 250 \text{ Gy}$, $\overline{\alpha \phi_0} = 2200 \text{ ka}^{-1}$ and $\mu = 0.6 \text{ mm}^{-1}$ comparable to the average values obtained for the samples used in this study.

Figure 2) Study area and sampling sites, Southeast Pamir, China. Glacial and landslide boulders were resampled from three different sites along the Tashkurgan valley. The age ranges represent the $^{10}\text{Be}$ ages of boulder surfaces previously determined by Seong et al. (2009a) (8–9 ka), Yuan et al. (2013) (14–15 ka) and Owen et al. (2012) (65–87 ka).

Figure 3) View of the boulders sampled for this study. The red arrows point to the sample locations.

Figure 4) (a) View of Muztagh–2 $^{10}\text{Be}$ sample previously taken by Yuan et al. (2013) in 2010. (b) View of the same sample as in (a) sampled in 2013 as non-eroding known-age sample for calibration of luminescence-depth profiles. (c) Variation of the normalized natural sensitivity-corrected IRSL residual signal ($L_n/T_n$) with depth into i) the bottom of a > 2-cm deep chiseled surface where Muztagh–2 $^{10}\text{Be}$ sample had been collected (red circles), and ii) the natural varnished surface of the boulder (black circles). Each data point represents the signal measured from at least one whole rock slice coming from a certain depth into the boulder and thus represents the average luminescence at that depth. The error bars represent one standard error. For normalization, the $L_n/T_n$ value of each slice was divided by the average of saturated $L_n/T_n$ values measured from depths > 20 mm (i.e. depths in field saturation) in the
corresponding profile. The solid lines show the best simultaneous fits to both data sets using Eqn. 4 with the surface bleaching rate $\bar{\sigma} \phi_0$ and the light attenuation coefficient $\mu$ as shared parameters between the two fits. The fittings were done using Poisson weighting ($w_i = 1/y_i$).

Figure 5) Variation of the normalized natural sensitivity-corrected IRSL signal ($L_n/T_n$) with depth in all samples. Each data point is an average of the residual signal measured from at least three intact rock slices of the same depth coming from parallel cores (< 5 cm apart) drilled into the same surface. The error bars represent one standard error. The normalization factor was obtained by averaging the $L_n/T_n$ values at depths > 20 mm (i.e. depths in field saturation) for individual profiles. The visually-indistinguishable overlapping solid lines indicate the best fits of Eqns. 4 and 8 to the data points, resulting in the apparent luminescence surface-exposure age and erosion rate as model parameters. $\bar{\sigma} \phi_0$ was set to 2165 ka$^{-1}$ as the shared parameter value between all the fits and $\mu$ was free to float as the sample-dependent parameter. $\hat{D}$ and $D_o$ had the same values as in Table 1. The fittings were performed using Poisson weighting ($w_i = 1/y_i$). The dashed and dotted lines represent erosion-free model profiles obtained by replacing the time in Eqn. 4 with (i) the $^{10}$Be age of the same surface and (ii) infinity.

Figure 6) The model dependence of luminescence-depth profiles on erosion rate and exposure time. (a) Profiles generated by setting $t$ in Eqn. 4 to a particular age (from 0.1 a to 100 ka) and then fitting these modelled profiles with Eqn. (8) using erosion rates of 0 and 1.5 mm ka$^{-1}$. The equilibrium age limit (see text) is indicated by the extrapolation of the steady-state part of the 1.5 mm ka$^{-1}$ curve onto the zero erosion rate curve. The transition zone between the time ranges in which the profile eroding at 1.5 mm
ka\(^{-1}\) acts as chronometer or an erosion-meter is indicated by the points A and B arbitrarily defined to lie 10% within the chronometer and erosion-meter parts of the 1.5-mm ka\(^{-1}\) curve, respectively. (b) Modelled profiles generated as in (a) but using different erosion rates between 0 and 1500 mm ka\(^{-1}\), showing their respective equilibrium ages on the zero erosion rate curve.
Table captions

Table 1) Summary of samples, model parameter values, luminescence surface-exposure ages and erosion rates. All the $^{10}$Be ages were calculated using the CRONUS online calculator version 2.3 (Balco et al., 2008) with high latitude/sea level production rate of 4.01 (Borcher et al., 2016), assuming standard atmosphere, zero erosion and the time-dependent Lal/Stone (2000) spallation scaling scheme, and are normalized to the “07KNSTD” isotope ratio standardization. The uncertainties include errors associated with scaling and calibration (external uncertainty).
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The age was recalculated for consistency with those in Liu et al. (in review).

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Landform</th>
<th>Lithology</th>
<th>( \hat{D} ) (Gy ka(^{-1})) ( \pm ) se</th>
<th>( D_0 ) (Gy) ( \pm ) se</th>
<th>Age model</th>
<th>Erosion rate model</th>
<th>Published (^{10})Be age(^{a})</th>
<th>(^{10})Be age Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUST10–1</td>
<td>Moraine</td>
<td>Granite gneiss</td>
<td>7.99±0.14 ( \pm ) se</td>
<td>276±23 ( \pm ) se</td>
<td>0.71±0.01 ( \pm ) se</td>
<td>11.6±2.3 ( \pm ) se</td>
<td>0.71±0.01 ( \pm ) se</td>
<td>0.09±0.02 ( \pm ) se</td>
</tr>
<tr>
<td>MUST12</td>
<td>Moraine</td>
<td>Granite gneiss</td>
<td>6.98±0.15 ( \pm ) se</td>
<td>264±7 ( \pm ) se</td>
<td>0.56±0.02 ( \pm ) se</td>
<td>1.0±0.2 ( \pm ) se</td>
<td>0.56±0.02 ( \pm ) se</td>
<td>1.72±0.04 ( \pm ) se</td>
</tr>
<tr>
<td>MUZTAGH–2</td>
<td>Landslide</td>
<td>Granite gneiss</td>
<td>5.45±0.09 ( \pm ) se</td>
<td>238±34 ( \pm ) se</td>
<td>0.59±0.01 ( \pm ) se</td>
<td>2.5±0.3 ( \pm ) se</td>
<td>0.58±0.00 ( \pm ) se</td>
<td>0.63±0.02 ( \pm ) se</td>
</tr>
<tr>
<td>MUZTAGH–2–1</td>
<td>Landslide</td>
<td>Granite gneiss</td>
<td>6.49±0.10 ( \pm ) se</td>
<td>214±16 ( \pm ) se</td>
<td>0.63±0.01 ( \pm ) se</td>
<td>3.5±0.5 ( \pm ) se</td>
<td>0.62±0.01 ( \pm ) se</td>
<td>0.42±0.02 ( \pm ) se</td>
</tr>
<tr>
<td>MUZTAGH–3</td>
<td>Landslide</td>
<td>Granite gneiss</td>
<td>6.19±0.11 ( \pm ) se</td>
<td>176±12 ( \pm ) se</td>
<td>0.77±0.01 ( \pm ) se</td>
<td>3.0±0.6 ( \pm ) se</td>
<td>0.76±0.01 ( \pm ) se</td>
<td>0.38±0.03 ( \pm ) se</td>
</tr>
<tr>
<td>MUZTAGH–3–1</td>
<td>Landslide</td>
<td>Granite gneiss</td>
<td>6.23±0.11 ( \pm ) se</td>
<td>225±13 ( \pm ) se</td>
<td>0.73±0.03 ( \pm ) se</td>
<td>3.2±1.6 ( \pm ) se</td>
<td>0.70±0.04 ( \pm ) se</td>
<td>0.38±0.01 ( \pm ) se</td>
</tr>
<tr>
<td>XJ64</td>
<td>Moraine</td>
<td>Granodiorite</td>
<td>7.33±0.15 ( \pm ) se</td>
<td>245±18 ( \pm ) se</td>
<td>0.21±0.01 ( )</td>
<td>0.011 ( \pm ) 0.002 ( \pm ) se</td>
<td>0.21±0.01 ( \pm ) se</td>
<td>444±12 ( \pm ) se</td>
</tr>
<tr>
<td>XJ64–1</td>
<td>Moraine</td>
<td>Quartzite</td>
<td>2.72±0.06 ( \pm ) se</td>
<td>320±12 ( \pm ) se</td>
<td>0.73±0.02 ( \pm ) se</td>
<td>&gt;36.4±2.1 ( \pm ) se</td>
<td>0.73±0.02 ( \pm ) se</td>
<td>&lt;0.038±0.002 ( \pm ) se</td>
</tr>
</tbody>
</table>

\(^{a}\) The age was recalculated for consistency with those in Liu et al. (in review).

\(^{**}\) No \( D_0 \) was measured for this sample. This is an average of the \( D_0 \) values measured for the other samples.

**Table 1**
Supplementary material

Table S1) Summary of radionuclide concentrations, infinite matrix beta and gamma dose rates and K-feldspar grain sizes as used in the calculation of total effective dose rate.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>$^{238}$U (Bq kg$^{-1}$) ± se</th>
<th>$^{226}$Ra (Bq kg$^{-1}$) ± se</th>
<th>$^{232}$Th (Bq kg$^{-1}$) ± se</th>
<th>$^{40}$K (Bq kg$^{-1}$) ± se</th>
<th>Beta dose rate (Gy ka$^{-1}$) ± se</th>
<th>Gamma dose rate (Gy ka$^{-1}$) ± se</th>
<th>Mean K-feldspar grain size (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUST10–1</td>
<td>73±9</td>
<td>109.1±1.2</td>
<td>146.2±1.2</td>
<td>1274±22</td>
<td>3.39±0.06</td>
<td>3.48±0.09</td>
<td>800</td>
</tr>
<tr>
<td>MUST12</td>
<td>34±12</td>
<td>31±1</td>
<td>58.7±1</td>
<td>1469±27</td>
<td>2.58±0.05</td>
<td>2.06±0.03</td>
<td>1000</td>
</tr>
<tr>
<td>MUZTAGH–2</td>
<td>48±12</td>
<td>34±1</td>
<td>77.9±1.2</td>
<td>931±21</td>
<td>2.68±0.06</td>
<td>1.89±0.03</td>
<td>400</td>
</tr>
<tr>
<td>MUZTAGH–2–1</td>
<td>27±8</td>
<td>32±0.7</td>
<td>97.5±1.1</td>
<td>1230±22</td>
<td>3.00±0.05</td>
<td>2.34±0.03</td>
<td>600</td>
</tr>
<tr>
<td>MUZTAGH–3</td>
<td>65±11</td>
<td>112.8±1.4</td>
<td>109.7±1.3</td>
<td>750±17</td>
<td>2.99±0.07</td>
<td>2.66±0.09</td>
<td>400</td>
</tr>
<tr>
<td>MUZTAGH–3–1</td>
<td>45±9</td>
<td>49±0.8</td>
<td>91.9±1.2</td>
<td>1061±21</td>
<td>2.79±0.05</td>
<td>2.26±0.05</td>
<td>600</td>
</tr>
<tr>
<td>XJ64</td>
<td>52±9</td>
<td>66±1</td>
<td>91.5±1.2</td>
<td>1229±24</td>
<td>2.51±0.04</td>
<td>2.51±0.06</td>
<td>1000</td>
</tr>
<tr>
<td>XJ64–1</td>
<td>24±7</td>
<td>19.5±0.6</td>
<td>23.2±0.7</td>
<td>366±10</td>
<td>1.19±0.04</td>
<td>0.70±0.02</td>
<td>150</td>
</tr>
</tbody>
</table>

Fig. S1) The 3-year old calibration profile (profile 1, Fig. 4c) superimposed on the natural profile (profile 2, Fig. 4c) by adding 12 mm to the depths of profile 1. The two profiles are indistinguishable, confirming that any effect of signal instability on the shape of the profile is negligible over a timescale of up to ~16 ka.
Sensitivity of the fitted value of $\mu$ to erosion rate ($\varepsilon$) and exposure time ($t$)?

In order to investigate the possible effect of erosion on $\mu$, we numerically simulated profiles, using Eqns. (1), (2), (3) and (5), for a range of erosion rates from 0 to 5 mm ka\(^{-1}\) over a wide range of exposure times from 1 a to 100 ka. We then fitted the resulting modelled profiles with Eqn. (4) to determine the best-fit value for $\mu$ (Fig. S2). The variation in the resulting value of $\mu$ obtained using the age model (i.e. no erosion) when fitted to these simulated profiles affected by erosion is < 0.5% around the true value over an exposure time of up to 100 ka.

Fig. S2) Dependence of fitted $\mu$ on apparent age and erosion rate using numerically simulated data.